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Abstract

We describe our approach to the ImageCLEF-VisualConcept 2008 task. Our method
is based on image segmentation, using a feature vector describing the visual content of
image segments or the entire image. Logistic regression was used for classi�cation. Im-
ages were segmented by a home developed segmenter. While in this preliminary report
classi�cation by global image features performed best, preliminary results suggest the
importance of segmentation for certain classes. We are planning to provide improved
analysis in the near future.

Categories and Subject Descriptors

H.3 [Information Storage and Retrieval]: H.3.1 Content Analysis and Indexing; H.3.3 Infor-
mation Search and Retrieval; H.3.4 Systems and Software; H.3.7 Digital Libraries

General Terms

Measurement, Performance, Experimentation

Keywords

1 Introduction

In this paper we describe our approach to the ImageCLEF Visual Concept 2008 evaluation cam-
paign over the IAPR TC-12 Benchmark [6]. The Visual Concept Detection Task has the objective
to identify visual concepts. Both the training and test-set was a part of the IAPR TC-12 database.
1,800 images were published, which were classi�ed according to a small concept hierarchy with 17
concepts. The test database consisted of 1,000 images. For each of these images it was required
to determine the presence or absence of the concepts.

Our method is based on our approach to the object classi�cation track of the previous year
([4]). As a main di�erence, we used global features in addition to segment based ones, since
concepts such as night and day are characterized by the entire image. For this reason our CBIR
method is based on segmentation of the image and on the comparison of features globally as well as
segmentwise. While may of the existing CBIR systems rely on so called blobs, regions, or segments
[3, 8, 2, 7], the specialty of our method is our special segmentation method and the combining of
global and segment based approach.
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Due to processing and classi�cation costs we show preliminary results only that we plan to
revise in the near future. As a main issue, we were not able to perform method selection and
blending on a separate heldout set that, as expected, resulted in over�tting both for our classi�cator
combination and for our segment �ltering methods.

2 Visual feature generation

Our CBIR system [4, 1] relies on so called blobs, regions or segments. Classes such as building or
people are classi�ed by extracting speci�c features from the segments. For segmentation we use
the code of the Felzenszwalb and Huttenlocher [5] graph-based method. Global classes such as
outdoor are classi�ed by using the entire image as a single segment.

By the distinction of classes that characterize global and local features of the image, respec-
tively, we experimented with the number and size of the segments starting from a single segment
per image for global classes down to a very large number of segments. After resizing images to a
size of maximum 500x500 by keeping the aspect ratio, we tuned the minimum segment size and
the cut parameters of the Felzenszwalb�Huttenlocher algorithm to select a small and a medium

granularity segmentation. The small version resulted typically in more than 100 while medium in
less than 100 segments per image. The minimum segment size is 50 pixels for small and 1500 for
medium.

The runs submitted also di�er in the features used to characterize the segments. We use mean
color, RGB histogram and the 2D Fourier transform of the image in addition to shape values
formed by converting segments to binary pattern, then resizing to 10x10 so that binary values are
converted to grayscale values proportionally.

glob1: 33 values per image for mean color (RGB) and a 10-bin histogram for all the 3 channels
(RGB). No segmentation is performed.

glob2: 173 values per image for mean color (RGB), a 20-bin histogram, 2x5 contrast (5 maximal
and 5 minimal values of L-channel in HSL color-space) and 100 values of a 2D Fourier
transform (sampled along zig-zag). No segmentation is performed.

medium: 135 values per segments for mean color, 3x10 histogram and 10x10 shape. Segments
are of medium size, i.e. less than 100 in number per image.

small: Same as medium with small size segments, i.e. more than 100 segments per image.

3 Classi�cation

We use logistic regression for classi�cation with the global or segment features as input. The output
real value is interpreted as the probability of the image or segment belonging to the speci�c class.
For a single image we averaged the segment based predictions, which turned out more accurate
than either the minimum or the maximum. Finally, a threshold of 0,5 was applied to get binary
values. We did not use the logical information included in the class hierarchy, which could improve
our method.

In our mixed run for each class we used the classi�er that performed best on the training
data. Due to time constraints we did not use a heldout set, which resulted in overtraining for this
run. By closer analysis the glob1 run was overtrained the most. By replacing glob1 by glob2 the
combined performance improved over the best single run even in this overtrained scenario. The
explanation for the overtraining for glob1 may lie in the low number of features used.

4 Results

Table 1 summarizes our runs. The results were evaluated by the ImageCLEF organizers using the
measures of equal error rate (EER) and area under ROC curve (AUC).



Glob1 Glob2 Small
no �lter relabel ppnpnn ppnn

EER 45.72 31.14 32.44 32.48 32.46 36.07
AUC 52.78 74.90 73.32 73.03 73.05 67.15

Medium Logreg Mixed Mixed2
no �lter relabel ppnpnn ppnn

EER 32.10 32.47 32.47 37.01 37.12 38.34 29.92
AUC 74.18 73.57 73.61 59.30 66.53 63.80 72.77

Table 1: Performance of the three basic methods and their combination, evaluated by di�erent
measures

The three main variants are based on the granularity of the segmentation. We distinguish the
single, 100- and 100+ segments per image labeled Glob, Small and Medium, respectively.

In the case of the segment based classi�cation we introduced further variants for �ltering out
irrelevant segments from the training data. After �ltering a new training was applied. The lack
of a heldout data resulted in over�tting in this case as well. The four variants are

no �lter: all segments are used for training the class;

ppnn: stands for discarding all segments from the training set except for those labeled correctly
(positive for positive, negative for negative);

ppnpnn: is a more admissive �lter that discards only segments with positive true label classi�ed
as negative.

relabel: stands for changing the true label of negatively classi�ed segments to negative before
the second training step.

Finally we submitted three combinations, all of them su�ering from overtraining due to the
lack of a heldout set.

Logreg: the output of the classi�ers are combined by logistic regression again.

Mixed: For each class the method performing best on the training data was selected.

Mixed2: Partially resolving the over�tting of Mixed, glob1 is always replaced by glob2. This run
is included only in the post submission error analysis.

Conclusion and future work

In summary we may observe best overall performance for the high dimensional global feature space,
closely followed by the medium resolution segmentation. We also reached improvement (although
not among the submitted runs) by combination. Results in this report are preliminary and we
are planning to rerun all our classi�cators by using separate heldout sets for segment �ltering and
combination.
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